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    การสุ่มตัวอย่างเพิ่ม, การจัดกลุ่มตามความหนาแน่น 

 

บทคดัยอ่ 

 ปัญหาการจ าแนกประเภทเป็นหัวข้อหนึ่งในการท าเหมืองข้อมูลเพื่อท านายกลุ่มของข้อมูลหรอื

เป้าหมายของข้อมูลที่จะมาถึง ให้อยู่ในกลุ่มของข้อมูลที่ถูกต้อง ข้อมูลที่มีอยู่แล้วในอดีตจะถูกน ามาใช้

เพื่อสร้างตัวแบ่งประเภท ปัญหานี้เรียกว่าปัญหาความไม่สมดุล เมื่อจ านวนข้อมูลในกลุ่มหนึ่งน้อยกว่า

กลุ่มอื่นและแสดงว่าเป็นกลุ่มซึ่งมีสมาชิกน้อย แม้จะมีค่าความถูกต้องสูงของตัวจ าแนกประเภทที่รู้จัก

กันดีส าหรับปัญหาความไม่สมดุลนั้น แตก่ลุ่มน้อยส่วนใหญ่ยังไม่ได้รับการจ าแนกประเภท เพื่อลดอัตรา

การผิดพลาดของการท านายผิดให้ข้อมูลในกลุ่มน้อย ควรได้รับการพิจารณาจากขั้นตอนวิธีการจัด

หมวดหมู่ เทคนิคที่ได้รับความนิยมคือ เทคนิคการสุ่มตัวอย่างเพิ่ม ที่เรียกว่า SMOTE (Synthetic 

minority over-sampling technique) ในการศึกษาครั้งนี้ เราศึกษาแนวคิดนี้ซึ่งดึงเทคนิคของ SMOTE 

family algorithm ได้แก่ SMOTE, Borderline-SMOTE และ Safe-Level SMOTE 
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Abstract

Classification problem is one of the topics in data mining to predict the class or

target of the upcoming data into the correct class. The historical known class data is

used to build the classifier. The problem is called imbalance problem when the number

of data in one class is less than the other class and denoted the minority class as the

class which contains the fewer members. Despite the high accuracy value of the well-

known classifiers for the imbalance problem, the most misclassified class of minority

class still occurred. To reduce the false positive rate, the data in minority class should

be attended from the classification algorithm. The one favorite technique is over-

sampling technique, called SMOTE (Synthetic minority over-sampling technique).In

this study, we investigate the concept, extract the technique of the family of SMOTE

algorithm, as well as, SMOTE, Borderline-SMOTE and Safe-Level SMOTE.
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Chapter 1

Introduction

1.1 The importance and the source of the research

problem

Data mining is the process performing with large amounts of data to discover The

patterns and relationships which is hidden in the data set. In current, Data mining

has been applied in many types of work such as Business, Science and Medical [6].

One technique for data mining that our group used in seminars that is, Classification

which assortment of data by finding the master series, or a series of works that describe

and classify information. The objective is to predict the type of material or informa-

tion that does not identify the type of data that model generated from the analysis of

Training Data. It may be a data group that identifies a category or group. The format

of the show has several such as Classification Rules, Decision Trees and cost sensitive

learning etc [6]. Our seminars of the group is the study of the student’s drop-out

prediction using data and social behaviour of the students. By using the techniques
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cost sensitive learning obtain that students who drop-out of students that success is

very different. Also known as Imbalance data that the data set contains a number of

data in each class are different. When the data is very different, there is a problem of

unbalanced classification [3]. In this classification, interested only in most data class

without considering the minority class. Without at least some cases, the information

in this class may have great importance should not be overlooked. For example, from

our seminar. The imbalanced classification problem is that the classifier will classify

the student as a success, without considering drop-out students, which should not

be overlooked. When these problems occur, there are several approaches that can

be used to solve imbalanced classification problems such as random under-sampling,

random over-sampling, clustering-based over sampling, and additional sampling tech-

nique called SMOTE [11]. In this independent study, our group chose SMOTE family

techniques, SMOTE, Borderline-SMOTE, and Safe-Level SMOTE to solve imbalanced

classification problems. This will only interest the data in the minority class. There

is a way to increase the number of data types with less data, increasing the amount

of data close to the most available ones. Randomly increment a value and find the

distance between the values selected for each value. Choose the closest value. This will

result in better classification of information [10].

1.2 Objective

1. To study the specific classification problems for class imbalance data.

2. To study the over-sampling techniques, called SMOTE family algorithm, such

as, SMOTE, Borderline-SMOTE and Safe-Level SMOTE.

3. To describe the advantage and disadvantage of the SMOTE family algorithm.
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Chapter 2

Literature Review and Related

Studies

Research of SMOTE, Borderline-SMOTE and Safe-level-SMOTE. The researcher

studied concept, theories and related documents as a guideline for the following re-

search.

2.1 Classification Problems

Classification is one of data mining techniques that have worked on classification

data. for to predict the data we are interested to study by using classifier on clas-

sification. In this classification, we use the data 2 class and the data contained in

the class is different, that is, there is a lot of data in one class and one another class

there is a little of data. To which will use the accuracy value decition, the result of

the classification. In this classification, Most are classified only in majority class and

minority class are not classified, But in some case minority class maybe important or
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need to classification. This problem is said to be classification problem.

2.1.1 Class Imbalanced Problems

In case of binary classification problem which the numbers of member in each class

is varied often lead to unsatisfactory results from the focus on the accuracy result

without concern the prediction of new observations, especially for the small class. In

this context, imbalanced classes simply means that the number of observations of one

class (usu. positive or majority class) by far exceeds the number of observations of

the other class (usu. negative or minority class). This setting can be observed fairly

often in practice and in various disciplines like credit scoring, fraud detection, medical

diagnostics or churn management [8].

Most classification methods work best when the number of observations per class are

roughly equal. The problem with imbalanced classes is that because of the dominance

of the majority class classifiers tend to ignore cases of the minority class as noise and

therefore predict the majority class far more often. In order to lay more weight on the

cases of the minority class, there are numerous correction methods which tackle the

imbalanced classification problem [8].

2.2 Over-sampling Technique

2.2.1 Introduction

Oversampling in data analysis are techniques used to adjust the class distribution

of a data set (i.e. the ratio between the different classes/categories represented) [12].

The usual reason for oversampling is to correct for a bias in the original dataset.
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One scenario where it is useful is when training a classifier using labeled training data

from a biased source, since labeled training data is valuable but often comes from

un-representative sources [12].

For example, suppose we have a sample of 1000 people of which 66.7% are male.

We know the general population is 50% female, and we may wish to adjust our dataset

to represent this. Simple oversampling will select each female example twice, and this

copying will produce a balanced dataset of 1333 samples with 50% female. Simple

under-sampling will drop some of the male samples at random to give a balanced

dataset of 667 samples, again with 50% female [12].

There are also more complex oversampling techniques, including the creation of

artificial data points [12].

2.3 SMOTE family algorithm

2.3.1 SMOTE

Introduction of SMOTE

There are a number of methods available to over-sample a dataset used in a typical

classification problem (using a classification algorithm to classify a set of images, given

a labeled training set of images). The most common technique is known as SMOTE:

Synthetic Minority Over-sampling Technique. To illustrate how this technique works

consider some training data which has s samples, and f features in the feature space

of the data. Note that these features, for simplicity, are continuous. As an example,

consider a dataset of birds for clarification. The feature space for the minority class

for which we want to over-sample could be beak length, wingspan, and weight (all
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continuous). To then over-sample, take a sample from the dataset, and consider its k

nearest neighbors (in feature space). To create a synthetic data point, take the vector

between one of those k neighbors, and the current data point. Multiply this vector by

a random number x which lies between 0, and 1. Add this to the current data point

to create the new, synthetic data point[13].

6



Algorithm SMOTE

Algorithm SMOTE(T, N, k)

Input: Number of minority class samples ; T ; Amount of SMOTE N%;

Number of nearest neighbors k

Output: (N/100) *T synthetic minority class samples

1. (∗ If N is less than 100%, randomize the minority class samples as only a random

percent of them will be SMOTEd. ∗ )

2. if N < 100

3. then Randomize the T minority class samples

4. T = (N/100) ∗ T

5. N = 100

6. endif

7. N = (int)(N/100)(∗ The amount of SMOTE is assumed to be in integral

multiples of 100. ∗ )

8. k = Number of nearest neighbors

9. numattrs = Number of attributes

10. Sample[ ][ ]: array for original minority class samples

11. newindex: keeps a count of number of synthetic samples generated, initializd to 0

12. Synthetic[ ][ ]: array for synthetic samples

(∗ Compute k nearest neighbors for each minority class sample only. ∗)

13. for i ← 1 to T

14. Compute k nearest neighbors for i,and save the indices in the nnarray

15. Populate(N , i , nnarray)

16. endfor

7



Populate(N , i , nnarray) (∗ Function to ganerate the synthetic samples. ∗)

-p0 17. while N ̸= 0

18. Choose a random number between 1 and k, call it nn. This step chooses one

of the k nearest neighbors of i.

19. for attr ← 1 to numattrs

20. Compute: dif = Sample[nnarray[nn]][attr] - Sample[i][attr]

21. Compute: gap = random number between 0 and 1

22. Synthetic[newindex][attr] = Sample[i][attr] + gap∗ dif

23. endfor

24. newindex++

25. N = N - 1

26. endwhile

27. return (∗ End of Populate. ∗)

End of Pseudo - Code. [1]
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2.3.2 Borderline-SMOTE

In order to achieve better prediction, most of the classification algorithms attempt

to learn the borderline of each class as exactly as possible in the training process. The

examples on the borderline and the ones nearby (we call them borderline examples in

this paper) are more apt to be misclassified than the ones far from the borderline, and

thus more important for classification.

Based on the analysis above, those examples far from the borderline may contribute

little to classification. We thus present two new minority over-sampling methods,

borderline-SMOTE1 and borderline-SMOTE2, in which only the borderline examples

of the minority class are over-sampled. Our methods are different from the existing

over-sampling methods in which all the minority examples or a random subset of the

minority class are over-sampled [2, 5, 9] .

Our methods are based on SMOTE (Synthetic Minority Over-sampling Technique)

[2]. SMOTE generates synthetic minority examples to over-sample the minority class.

For every minority example, its k (which is set to 5 in SMOTE) nearest neighbors of

the same class are calculated, then some examples are randomly selected from them

according to the over-sampling rate. After that, new synthetic examples are generated

along the line between the minority example and its selected nearest neighbors. Not

like the existing over-sampling methods, our methods only oversample or strengthen

the borderline minority examples. First, we find out the border-line minority examples;

then, synthetic examples are generated from them and added to the original training

set. Suppose that the whole training set is T, the minority class is P and the majority

class is N, and

P={p1, p2, ..., ppnum}, N = {n1, n2, ..., nnnum}

9



where pnum and nnum are the number of minority and majority examples. The

detailed procedure of borderline-SMOTE1 is as follows.

Step.1 For every pi (i = 1, 2, ..., pnum) in the minority class P,we calculate its m

nearest neighbors from the whole training set T. The number of majority examples

among the m nearest neighbors is denoted by m’( 0 ≤m’≤m )

Step 2. If m’=m i.e. all the m nearest neighbors of pi are majority examples,pi is

considered to be noise and is not operated in the following steps. If m/2≤m’<m,namely

the number of p′ismajority nearest neighbors is larger than the number of its minority

ones,pi is considered to be easily misclassified and put into

a set DANGER. If 0≤m’<m,pi is safe and needs not to participate in the follows steps.

Step 3. The examples in DANGER are the borderline data of the minority class

P, and we can see that P DANGER ⊆P.we set

DANGER = {p′1, p′2, ..., p′dnum}, 0≤dnum≤pnum

For each example in DANGER, we calculate its knearest neighbors from P

Step 4. In this step, we generate s×dnum synthetic positive examples from the data in

DANGER, where s is an integer between 1 and k . For each p′i, we randomly select s

nearest neighbors from its k nearest neighbors in P. Firstly, we calculate the differences

difj(j=1,2,...,s) between p′i and its s nearest neighbors from P , then multiplydifj by

a random number rj( j =1,2,...,s) between 0 and 1, finally, s new synthetic minority

examples are generated between p′i and its nearest neighbors:

10



syntheticj = p′i + rj × difj, j=1,2,...,s

We repeat the above procedure for each p′i in DANGER and can attain s×dnumsynthetic

examples. This step is similar with SMOTE, for more detail see.

In the procedure above pi, ni, p′i, difj and syntheticj are vectors. We can see

that new synthetic data are generated along the line between the minority borderline

examples and their nearest neighbors of the same class, thus strengthened the border-

line examples.

Borderline-SMOTE2 not only generates synthetic examples from each example in

DANGER and its positive nearest neighbors in P,but also does that from its nearest

negative neighbor in N. The difference between it and its nearest negative neighbor is

multiplied a random number between 0 and 0.5, thus the new generated examples are

closer to the minority class [7].
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2.3.3 Safe-level-SMOTE

Based on SMOTE, Safe-Level-SMOTE, Safe-Level-Synthetic Minority Oversam-

pling TEchnique, assigns each positive instance its safe level before generating syn-

thetic instances. Each synthetic instance is positioned closer to the largest safe level so

all synthetic instances are generated only in safe regions. The safe level (sl) is defined

as formula (1). If the safe level of an instance is close to 0, the instance is nearly noise.

If it is close to k, the instance is considered safe. The safe level ratio is defined as

formula (2). It is used for selecting the safe positions to generate synthetic instances.

safe level (sl)=the number of a positive stances in k nearest neighbours. (1)

safe level ratio = sl of a positive instance / sl of a nearest neighbours. (2)

Safe-Level-SMOTE algorithm

All variables in this algorithm are described as follows. p is an instance in the set of

all original positive instances D. n is a selected nearest neighbours of p.

s included in the set of all synthetic positive instances D’is a synthetic instance. slp

and sln are safe level of p and safe level of n respectively.slratio is safe level ratio.

numattrs is the number of attributes.dif is the difference between the values of n and

p at the same attribute id. gap is a random fraction of dif. p[i],n[i] and s[i] are the

numeric values of the instances at ith attribute. p, n and s are vectors. slp , sln , slratio

, numattrs , dif , and gap are scalars.

After assigning the safe level l to p and the safe level to n, the algorithm calculates

the safe level ratio. There are five cases corresponding to the value of safe level ratio

showed in the lines 12 to 28 of algorithm.

The first case showed in the lines 12 to 14 of algorithm. The safe level ratio is equal

to ∞ and the safe level of p is equal to 0. It means that both p and n are noises. If

12



this case occurs, synthetic instance will not be generated because the algorithm does

not want to emphasize the important of noise regions.

The second case showed in the lines 17 to 19 of algorithm. The safe level ratio is

equal to �∞ and the safe level of p is not equal to 0. It means that n is noise. If

this case occurs, a synthetic instance will be generated far from noise instance n by

duplicating p because the algorithm want to avoid the noise instance n.

The third case showed in the lines 20 to 22 of algorithm. The safe level ratio is

equal to 1. It means that the safe level of p and n are the same. If this case occurs,

a synthetic instance will be generated along the line between p and n because p is as

safe as n.

The fourth case showed in the lines 23 to 25 of algorithm. The safe level ratio is

greater than 1. It means that the safe level of p is greater than that of n. If this case

occurs, a synthetic instance is positioned closer to p because p is safer than n. The

synthetic instance will be generated in the range [0, 1 / safe level ratio].

The fifth case showed in the lines 26 to 28 of algorithm. The safe level ratio is less

than 1. It means that the safe level of p is less than that of n. If this case occurs, a

synthetic instance is positioned closer to n because n is safer than p. The synthetic

instance will be generated in the range [1 - safe level ratio, 1].

After each iteration of for loop in line 2 finishes, if the first case does not occurs, a

synthetic instance s will be generated along the specific-ranged line between p and n,

and then s will be added to D’.

After the algorithm terminates, it returns a set of all synthetic instances D’. The

algorithm generates |D| - t synthetic instances where |D| is the number of all positive

instances in D, and t is the number of instances that satisfy the first case.

13



Algorithm: Safe-Level-SMOTE

Input: a set of all original positive instances D

Output: a set of all synthetic positive instances D’

1. D’= ∅

2. for each positive instance p in D

3. compute k nearest neighbours for p in D and

randomly select one from the k nearest neighbours, call it n

4. slp= the number of positive stances in k nearest neighbours for p in D

5. sln= the number of positive stances in k nearest neighbours for n in D

6. if (sln ̸= 0); sl is safe level.

7. slratio = slp/sln; slratio is safe level ratio.

8. }

9. else{

10. slratio =∞

11. }

12. if (slratio=∞ AND slp = 0) { ; the 1st case

13. does not generate positive synthetic instance

14. }

15. else{

16. for (atti = 1 to numattrs) { ; numattrs is the number of attributes.

17. if (slratio=∞ AND slp ̸= 0) { ; the 2nd case

18. gap=0

19. }

14



20. else if (slratio = 1){ ; the 3th case

21. random a number between 0 and 1, call it gap

22. }

23. else if (slratio > 1){ ; the 4th case

24. random a number between 0 and 1/slratio, call it gap

25. }

26. else if (slratio < 1){ ; the 5th case

27. random a number between 1-slratio, call it gap

28. }

29. dif = n[atti] - p[atti]

30. s[atti] = p[atti]+gap·dif

31. }

32. D’ = D’∪ s

33. }

34. }

35. return D’

[4]
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Chapter 3

Study cases and Discussion

In this study, we investigate the concept, extract the technique and evaluate the

performance of the family of SMOTE algorithm, such as, SMOTE,Borderline-SMOTE

and Safe-Level SMOTE

3.1 SMOTE (Synthetic Minority Over-sampling Tech-

nique)

The SMOTE is a technique to increase the amount of synthetics data that is in

the minority of classes. The data was randomly selected from the original data or

reconstructed from existing examples. Therefore, we believe that the classification

model is of interest to the minority class. And the effect of class division will makes

the data more balanced.

16



Figure 3.1: SMOTE Operation Procedure

Fig.3.1(a) Displays the distribution of data. Fig.3.1(b) Selected point of the mi-

nority class and called A.In Fig.3.1(c) selected k nearest neighbor in the minority

to generate a synthetic instance, where k = 5. Fig.3.1(d) illustrates the generates

synthetic instance, where a red cross represents a synthetic instance. Fig.3.1(e) The

synthetics instance of SMOTE Technique.

From algorithm Choose a random number between 1 and k, call it nn.

Choose one of the k nearest neighbors of i

For 1 attribute

Compute: dif = Sample[nn][attr] - Sample[i][attr]

17



Compute: gap = random number between 0 and 1

Synthetic[attr] = Sample[i][attr] + gap ∗ dif

Example 3.1. Sample[i][attr] ; A, A = (4.42,5.47)

Sample[nn][attr] ; B, B = (4.52,6.66)

There fore ; dif = 4.52 - 4.42 = 0.1 and dif = 6.66 - 5.47 = 1.19

gap = 0.5

So ; Synthetic[attr] = 4.42 + (0.5)(0.1) = 4.47 and

Synthetic[attr] = 5.47 + (0.5)(1.19) = 6.57

Thus ; Synthetic[attr] = (4.47,6.57)

The synthetic instances is generated until the number of synthetic instances is equal

to the setting a new point and continue to synthetic until the end. As shown in Fig.

3.1(e)

Advantages

SMOTE is a technique to increase the amount of data in a minority class to increase

the number and make the data more balanced.

Disadvantages

SMOTE generates the same number of synthetic data samples for each original minority

example and does so without consideration to neighboring examples, which increases

the occurrence of over-lapping between classes.

For this reason, an adaptive sampling method has been proposed to correct this

limitation. Borderline-SMOTE Show that the method of Borderline-SMOTE Give

better results than SMOTE.

18



3.2 Borderline-SMOTE

Borderline-SMOTE divided positive instances into three points; noise, borderline,

and safe in Fig.3.2 Borderline-SMOTE generate synthetic instance only borderline

point. borderline-SMOTE uses the same over-sampling technique as SMOTE but it

over-samples only the borderline instances of a minority class.

Figure 3.2: A is borderline point. B is safe point. C is noise point.

Figure 3.3: Borderline-SMOTE Operation Procedure

Fig.3.3(a) The original distribution of Circle data set. Fig.3.3(b). The border mi-
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nority examples (solid squares). Fig.3.3(c) The borderline synthetic minority examples

(hollow squares).

From algorithm s ; integer between 1 and k, where k is k- nearest neighbors

p′; randomly select from k-nearest neighbors

dif ; between p′ and s nearest neighbors

r ; select between 0 - 1

synthetic = p′ + r x dif

Example 3.2 Point M (p′)= (1.5,9.6)

Point N = (1.19,8.23)

dif = 1.19 - 1.5 = -0.3 and 8.23 - 9.6 = -1.37

r = 0.5

synthetic = 1.5 + (0.5)(-0.3) = 1.35 and 9.6 + (0.5)(-1.37) = 8.92

Thus ; synthetic = (1.35,8.92)

Advantages

Borderline-SMOTE generates synthetic case only for those minority samples that are

”closer” to the border only, while SMOTE generates synthetic instances of all areas,

regardless of the overlap of the class.

Disadvantages

A classifier is more likely to mis-detect. Because synthetic is close to majority class,

while Safe-Level-SMOTE operates throughout a dataset and positions synthetic in-

stances close to a safe region. Therefore, the case will to less overlap.
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3.3 Safe-Level-SMOTE

Safe-Level-SMOTE, Safe-Level-Synthetic Minority Oversampling TEchnique, as-

signs each positive instance its safe level before generating synthetic instances. Each

synthetic instance is positioned closer to the largest safe level so all synthetic instances

are generated only in safe regions.

Figure 3.4: Safe-Level-SMOTE Operation Procedure

Fig.3.4(a) Displays the distribution of data. Fig.3.4(b) Selected point of the minor-

ity class and called P1. Fig.3.4(c) selected k nearest neighbor to generate a synthetic

instance, where k = 5, And select a point in minority class is nearest to P1 and is called

n1. Fig.3.4(d) illustrates the generates synthetic instance, where a red cross represents
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a synthetic instance. Fig.3.4(e) The synthetics instance of Safe-Level-SMOTE.

From algorithm for each positive instance p

compute k nearest neighbours for p

randomly select one from the k nearest neighbours, call it n

slp = the number of positive stances in k nearest neighbours for p

sln = the number of positive stances in k nearest neighbours for n

sl_ratio = slp/sln ; sl_ratio is safe level ratio.

For 1 attribute

if sl_ratio = 1 random a number between 0 and 1, call it gap

if sl_ratio > 1 random a number between 0 and 1/sl_ratio, call it gap

if sl_ratio < 1 random a number between 1-sl_ratio and 1, call it gap

dif = n[atti] - p[atti]

s[atti] = p[atti] + gap ∗ dif , s is synthetic positive instances

Example 3.3 p[atti] = (1.98,7.2)

n[atti] = (1.19,8.23)

slp = 1

sln = 4

sl_ratio = 1/4 = 0.25 < 1

if sl_ratio < 1 random a number between 1-sl_ratio and 1, call it gap

gap = 1 - 0.25 = 0.75 random a number between 0.75 and 1

select gap = 0.8

dif = 1.19 - 1.98 = -0.79 and 8.23 - 7.2 = 1.03
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s[atti] = 1.98 + (0.8)(-0.79) = 1.35 and 7.2 + (0.8)(1.03) = 8.02

Thus ; synthetic = (1.35,8.02)

The synthetic instances is generated until the number of synthetic instances is equal

to the setting a new point and continue to synthetic until the end. As shown in Fig.

3.4(e).

Advantages

Safe-Level-SMOTE carefully over-samples a dataset. Each synthetic instance is gen-

erated in safe position by considering the safe level ratio of instances. In contrast,

SMOTE and Borderline-SMOTE may generate synthetic instances in unsuitable loca-

tions, such as overlapping regions and noise regions.

Disadvantages

Safe-Level-SMOTE does not concentrate on dense regions with positive instances. So,

the classifier disregard this area.
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Chapter 4

Conclusion

Figure 4.1: Comparative tables of SMOTE family such as SMOTE, Borderline-SMOTE

and Safe-Level-SMOTE.
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Figure 4.1 shows a comparison of the performance of SMOTE techniques, Borderline-

SMOTE techniques, Safe-Level-SMOTE techniques. We see that SMOTE techniques,

Borderline-SMOTE techniques, and Safe-Level-SMOTE techniques are defined the

nearest neighbor (k). and SMOTE techniques catch the minority class only. For

Borderline-SMOTE techniques and Safe-Level-SMOTE techniques are divide the safe

region into 3 levels and found no algorithms that computes 3 regions because we cut

out the regions called noise which Safe-Level-SMOTE techniques calculates 2 levels of

space that is very safe and less safe and Borderline- SMOTE techniques calculates 1

levels of space that is borderline region. The SMOTE techniques would be synthetic for

all k but Borderline-SMOTE and Safe-Level-SMOTE are only synthetic for some lines.

The three methods have the same formula for calculating s, choose a gap with a random

number between [0,1], occur over-lapping and have the same speed that called “O(n2)”.

Data mining is a process that involves a lot of data. At present, data mining

has been applied in many types of work whether it be business, management, science

and medicine. How can data mining be applied to other areas?. We consider the

medical field, it is found the information of patients with various diseases. A lot is

also imbalanced information as well. Because of the number of patients, there may

be a greater number of people with the flu than the number of patients with allergies.

At present, we find a lot of imbalanced data. The number of data in one class is

less than the data in another class. There are several techniques that will help solve

this imbalanced data. One technique of data mining called Classification. Classification

techniques is a classification of information to use as a model to predict the information

we are interested. When we take this classified information into consideration. There
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are problems in classification. Because classifiers are more interested in the majority

class than the minority class, these minority class may be important that we cannot

ignore them and to solve this problem. We use the popular technique called SMOTE.

SMOTE uses over-sampling techniques to increase the number of minority class. But

also problems with this technique, which are overlapping problems. Later SMOTE

was developed as a technique. Borderline-SMOTE which is the technique used. Over-

sampling same with SMOTE and even Borderline-SMOTE try to solve the over-lapping

problem. But cannot solve this problem completely and when this technique was

studied, it was found. There are overlapping problems, but they are overlapping with

SMOTE techniques. Borderline-SMOTE that is Safe-level-SMOTE a technique was

developed to solve the same overlap problem. This technique has a very high level

of security in producing synthetic samples. We study this technique, it is safe-level-

SMOTE can solve the over-lapping problem. But it is not perfect,but the over-lapping

problem is considerably reduced compared to SMOTE and Borderline-SMOTE.
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